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How Do We Currently Monitor 
System Performance ?



Network Growth

Jan 2015

430 stations 
(~ 38% total)

Aug 2024

996 stations 
(~ 90% total)



Alerted Earthquakes
106 M4.5+       True Alerts in CA
(10/19/19 – 08/19/24) 

3 False

“False” were real 
earthquakes with poor 

locations as out of network, 
or poor station coverage

97%
precision

8 Missed

“Missed” were mainly at the 
edge of the network

93%
recall



Warning Times to the Public

M5.2, Lamont, CA 
Aug 7, 2024

500,000+ devices 
alerted by MyShake



Population Size Alerted on Time
M5.2, Lamont, CA – Aug 7, 2024

                                           
                                           
                                           
                                           
                                           



Warning Times to the Public

M5.1, Alum Rock, CA 
Oct 25, 2022

~100,000 devices 
alerted by MyShake



Population Size Alerted on Time
M5.1, Alum Rock, CA – Oct 25, 2022

                                           
                                           
                                           
                                           
                                           



MyShake - Feedback from Users
M5.2, Lamont, CA - Aug 7, 2024 

Twitter, App Store, Google Play, Emails

                                                          
                                                          
                                                          
                                                          

                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      
                                                                                                                      



MyShake – Registered Users
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System Performance
• Mainly evaluated through Quality Control (QC) processes thanks to 

frequent occurrence of earthquakes in California

• Allow identifying issues and implementing necessary changes after 
events (noise filters, station clusters, alert pause, site corrections, 
offshore areas, etc.) 

• Quality Assurance (QA) processes are also in place at the algorithm 
level (replays of earthquakes for validation of code changes, 
including large historical events)

• What QA processes can we implement at the system level to ensure 
that the system will be perform as expected for any earthquake in 
California at any time ?

• What QA metrics can we use to monitor these QA processes ?
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Anticipate System Performance ?
• Objective: Develop a set of maps to provide an indication of the 

overall system performance in real-time

• Optimally, such a model should consider:

• Status of the network (stations down, data latency, data quality, etc.)
• Data packet size, algorithms, and processing time
• Distribution time to the public
• Population distribution
• Earthquake risk



Network Status



Time to Reach 4 Stations



Time to Create Alert



Time to Distribute Alert



Population Not Alerted on Time



With Anticipated Risk



With Network Status



Station Information
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Support Decision-Making Process
• Better understanding of overall 

system performance in real-time

• Prioritize station maintenance actions

• Support station troubleshooting

• Identify gaps in network coverage

• Optimize station relocations or 
constructions in the future
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Next Steps
• Collect and display additional information from each CEEWS 

station to support station troubleshooting

• In addition to latency, introduce data quality criteria for 
selecting 4 closest stations likely to contribute to initial alert

• Display network maps for these data quality criteria 
(maintenance actions not only based on latency)

• Consider impact of large earthquakes on data latency 
(especially for after/foreshock sequences)



Thank you !
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